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Software Defined Infrastructure

(W EHAH=2]) SDIo]] tjjgF ddlziol AjzH”

SDI
= SDN+NFV+Cloud
= OPNFYV (incl. ODL)
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‘Telco SDI' for 5G Mobile Network

“Virtualization First, NFV Second, SDN Third”

PAST oSG
NE Oriented Function Oriented
(eNB, SGW, PGW, MME) (eNB & VNFs)
Standard (Only) Software APIs (Major)
Uncontrollable Network Controllable Network
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Telco SDI' for 5G Mobile Network

“SDN/NFV-based METIS2020 Architecture”

Services

S

Service Flow Management

5G Functional Architecture / Function Pool
5G Orchestrator

( \(_{ Contral Management Entiies J Function Coordinator
Reliable I~ e S S EES :

Service ¢ ' NFV Orchestrator

Composition [ )
Radio Node Management : . :
Service-oriented Function

VNF Manager(s)

¢ H Processing Manager
Virtualized Infrastructure Service-oriented

Air Interface : Manager(s) ; Topology Manager

......................

5G-SDN Controller(s)

- BSE < VAl " IEVE_ "IV~ "IV

Physical resources Physical resources of network infrastructure

wireless devices (radio access/ transport / core)
(HWaccalarators/ Software Dased /Virtual Machings ) (HW accelerators/ Software based /Virtual Machines )

Figure 3-6: Orchestration & Control Architecture View of METIS 5G System.
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Telco SDI' for 5G Mobile Network

"METIS2020 - Network & Device Communication”

Context Management Spectrum Management Novel Network I/F
Context Spectrum Resource Termination
Extraction/Aquisition 14 Storage a3 N
& Q - o ') (-
. ?gn o E a g ” ]
Context Interpretation R & Operator’s Spectrum e o o ‘E g @
c C = r = o X
g g Usage Rules g g = § |5 .;:
< Context Alignment 85 e & .g S|I8 £
= S 2 Peer-to-Peer s g > -
3 L o Coordination - a |3
a Context Prediction o o
Interference Identification & Context Management g
Prediction -
Local Context -
Interference Detection Extraction/Aqguisition & D2D Device Discovery &
g 2 Nomadic Nodes Management Radio Node Clustering & Mode Selection
e & = Nomadic Network Dynamic (De-)Activation D2D Device Discovery &
Aggressor ldentification < < . . .
. . & = Mode Selection Centralized Cluster Grouping
Radio Node Clustering & b = A
ic (De-)Activation e ormation
Dynamic ( Discovery Resource
Distributed Clust Active T I I |
RAT Selection ; rF'olrjmeatio: - : g:fin?ggnogy ~ocren
; RAT Selection
) ) Distributed Cluster Head RAT Suitability L .
RAT List Extraction Election e Activation/De-activation Mobility Management
Cell Allocation
RAT Suitability Decision Making
Decision Making
Interference Identification & ‘
Handover Request Prediction Next cell prediction
Decision Making C-Plane Air C-Plane :
Interface Interference Detection
1| ' ll Lomg-term RRM & IM
D2D Device Discovery & . . —
| | Aggressor Identification Monitoring &
Mode Selection | Air Interface | Air Interface | Configuration Entities
D2D Device Discovery & A\ A 4 A\ A 4
Grouping PDCP/RLC PDCP/RLC Network Assistance Resource/QoS Topology
o | 24 | ©
lection B2 PR ! 190 m—mEEEE—mm—mmeeeee e ., RVl e - [
s A g —~ Interference Estimation Single/Multi-Cell
2 MAC MAC ~ . g .
- s Pilot Configuration
Cluster Head 5 ------------ -3 | <
— s | F W
< 9 Short-term RRM & IM
L T (| R (N | e A, A, A, A, A, A A A A A A —'2 U
Centralized . .
Short-term RRM & IM PHY BB1 | PHY BB1 Short-term Sche duling Relay Pairing Decision
LlocalizedShortterm | } } } L | e, e - %1
Scheduling Basic PHY RE PHY RF Basic Localized WBH Route Widening &
(incl. MMC, D2D) Synch, Synch. Short-term Scheduling Link Evaluation
| A
N Y
N / NW
- «>
Device Part Y Synch. Network Infrastructure Part

Figure 3-4: Generic functional architecture of METIS 5G System considering interrelations
between infrastructure and device part (network-to-device communication).
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What is OPNFV ?

“OPNFV(Open Platform for NFV) 4 8 4"

2
OPNFEV=

+ OpensStack : Cloud Computing
+ Ceph . Software Storage
+ KVIM . Virtualization
+ Open vSwitch : Software Switch
+ Linux . Operating System
+ ODL : SDN Controller

=

‘95 KYUNG HEE UNIVERSITY 23



Anatomy of OPNFV Components

6 OPNFV :['-}gl _9__5\_-‘—];—0:” EH'(‘;H}d (1):'_]-01-%]:]_]:5_ 9

AR EHE 201041 20074 o] 20078 oI (g4 fo"Zglqu)
RaE'I?SSgce et vty _

I% %enncittaiglé RedHat VirZ%Zierz]ra;teion openvswitch.org
r 50009A} - 20009 A} -
Python C++, Perl C C

4%? KYU NG HEE UN |VERS|TY Z=|: WiKi for OpenStack, Ceph, KVM. openvswitch ZH|o|z| 7/
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Anatomy of OPNFV Components

“BAHAM OPNFVE 2015978, 7|2 dM E?”

2
OPNFV= New Born?
+ Linux . 1991
+ Ceph . 2007
+ OpenFlow . 200
+ Open vowitch : 2007 (or 2009)
+ KVM . 2007
+ OpensStack . 2010
=

ﬁ KYUNG HEE UNIVERSITY £2{: “open vSwitch: Past, Present, and Future”, Ben Pfaff (vmWare NSBU

)
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Today's SDI

TYPE #1: Telco Friendly Approach

OPNFV Arno Overview

Orchestration and Management

Virtual Network Functions

KVM OpenDaylught

Compute Vmuallzatlon Stroage Virtualization Network Virtualization,
Control Control Control
OpenStack

-

KYUNG HEE UNIVERSITY

e

Upstream

Project
Collaboration

)

Continuous
Build and
Integration

Bootstrap /
GetStarted

spus / Continuous lntegﬁuon

New
Requirements
and Features

Documentation

-

Z2{: www,opnfv.org
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Today's SDI

TYPE #2: Telco Friendly Approach (ONOS replacing ODL)

OPNFV Arno Overview

Orchestration and Management

Virtual Network Functions

Compute Vmuallzatlon Stroage Virtualization Network Virtualization,
Control Control Control
OpenStack

-

KYUNG HEE UNIVERSITY

—onos

Upstream

Project
Collaboration

)

Continuous
Build and
Integration

Bootstrap /
GetStarted

Octol

-’ | Documentation

New
Requirements
and Features

us / Continuous lntegﬁuon

-

Z2{: www.opnfv.org
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Today's SDI

TYPE #3: 1T Friendly Approach (Network as a Service)

Your Applications

OPENSTACK

Cl-

OpenStack Dashboard

—
’

o
Compute

1

CLOUD OPERATING SYSTEM

e

<

Networking Stora

OpenStack Spared Services 2

KYUNG HEE UNIVERSITY

Standard Hardware

Neutron’s built-in solution

Z2{: openstack.org 11
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Today's SDI

TYPE #3: 1T Friendly Approach (Network Abstraction)

r =

Open vSwitch & Plugin

Cisco UCS/Nexus & Plugin

Cisco Nexus1000v & Plugin

Linux Bridge & Plugin

Modular Layer 2 & Plugin

Nicira Network Virtualization Platform (NVP) & Plugin
Ryu OpenFlow Controller & Plugin

NEC OpenFlow Plugin

Neutron’s built-in solution

ML2 with Open
REST vSwitch Big Switch Controller Plugin &
Mechanism )
Neutron Server Driver and GRE Cloudbase Hyper-V & Plugin
Y S MidoNet & Plugin
Brocade Neutron Plugin & Brocade Neutron Plugin
PLUMgrid & Plugin
——— Mellanox Neutron Plugin & Mellanox Neutron Plugin

ANQP bus Embrane Neutron Plugin &

IBM SDN-VE & Plugin

CPLANE NETWORKS &CPLANE NETWORKS
Nuage Networks g Plugin

OpenContrail & OpenContrail Plugin

Extreme Networks & Plugin

Ruijie Networks & Plugin

Juniper Networks & Neutron Plugin
Calico & Neutron Plugin & (docs &)

N -
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http://openstack.org

Why SDI at Today ?

‘]2 £ QISHAlLE= olAIRIE A 2 =] }je.lﬂélo] 1] 9 slc)”

98|t Ygz|?

OpenFlow Protocol= #|2|5t1
L EX D= AH/7hESH= Aol Al 717

‘95 KYUNG HEE UNIVERSITY
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Back to the BASIC

“chA] 2.0 2 Eolrhd, IS Eri2 njshe Zu]E] KAy

H)HEZ 7|52 7hAtetot Qalo] 2EITL?

"%? KYUNG HEE UNIVERSITY
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Back to the BASIC

“3}9%] Hobs sl2r]E tholg ¥2]a th g0 2 stuap

Computing

Storage
Networking

Orchestration

‘95 KYUNG HEE UNIVERSITY



Computing

Beyond Server-Virtualization: Job & Service Scheduling

O &

openstﬁack docker

i 3 i

MESOS

r
OpenStack OpenStack OpenStack OpenStack m m
Case A Case B Case C Case D Case E Case F
A

‘%? KYUNG HEE UNIVERSITY



Computing

‘DETL M THAfEtE YUt o)

r 1
Case A Case B Case C Case D Case E Case F
N A

‘?{? KYUNG HEE UNIVERSITY http://www.theplatform.net/2015/08/13/will-openstack-kubernetes-or-mesos-control-future-clusters/ 17
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Networking

L3 Rising: 1P Routing in SDN & Datacenter-Networking

Calico has redefined the way to build out data center networks using a pure
Layer 3 approach that is simpler, higher scaling, better performing and more
efficient than the standard approach of using overlay networks.

Through environment specific plug-ins, calico integrates seamlessly with cloud
orchestration systems such as OpenStack and Docker to provide networking
between local and geographically distributed workloads.

Removing the packet encapsulation associated with the standard Layer 2
solution simplifies diagnostics, reduces transport overnead and improves
performance.

The Calico approach of using a pure IP network combined with BGP for route
distribution allows internet scaling for virtual networks.

Neuron Initiative

Project Calico is part of Metaswitch’s Neuron Initiative, a path toward intelligent network function virtualization
for network operators. The Neuron Initiative delivers a framework for NFV by combining a foundation for
intelligent virtualization with a realistic approach to SDN-centric, high-scale data center and wide area
iInfrastructures that meet both the technical and business challenges of this emerging carrier architecture. For
more on Metaswitch’s Neuron Initative, please visit:http://www.metaswitch.com/nfv.

KYU NG H EE U N IVE RSITY Z2{: http://www.projectcalico.org/learn/
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Networking

Connectivity through IP Routing

First [P Hop One or more IP Hops Last IP Hop
ﬁ« ----------- M
Source host Destination host Destination
Source Workload — ) ) G G G G GO GO G G G G @ G E ] ] I
routing, iptables , routing, iptables workload
Data Center Fabric

Scalability, Performance and Simplicity

VM

TCP/
UDP

Outer | Outer | Outer | VXLA
MAC |P UDP N MAC IP

A%

Data

Host VM D
TCP/ =
MAC |P UDP Data

4%? KYU NG HEE UN|VERS|TY Z=]: http://www.projectcalico.org/learn/ 19
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Networking

L2 Approach

* Scale challenges above few hundred servers / thousands
of workloads.

* Difficult to troubleshoot due to packet encapsulation.

* On/off-ramp device (or virtual router hop) required to
access non-virtualized devices.

* Every node in the network is state-heavy (e.g. VLANS,
tunnels).

* Virtual NAT device required to connect a workload to a
oublic “floating IP".

* High availability / load balancing across links requires
additional LB function and/or app-specific logic.

* (Geographically distributed data centers require inter-DC
tunnels.

* CCNA or equivalent required to understand end-to-end
networking

KYUNG HEE UNIVERSITY

L3 Rising: 1P Routing in SDN & Datacenter-Networking

L3 Approach

Scale to millions of workloads with minimal CPU and
network overhead

What is happening is “obvious” — traceroute, ping, etc.,
work as expected; routing and ACL rules tell you
everything you need to know

Path from workload to non-virtualized device is just a
route

Physical tabric is state-light (standard IP forwarding only)

U

-xternal connectivity is achieved by assigning a public

Fqual Cost Multi-Path (ECMP) any Anycast just work,
enabling scalable resilience and full utilization of physical
links

Traffic between data centers is natively L3 routed

Basic IP networking knowledge only required

ZZ: http://www.projectcalico.org/learn/ 20
http://etherealmind,com/briefing-project-calico-bgp-driven-sdn-without-overlays/
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Networking

Container Networking: Docker Container Network Model, libnetwork

....................................

....................................

A Docker Container A Docker Container

....................................

...................................

// Select and configure the network driver
networkType := "bridge"

Pull requests Issues Gist

docker / libnetwork ® Watch~ 118 %

libnetwork - networking for containers

I 4 branches " 4 releases 0’ 45 contributors
Hbnetwork provices 2 hative (o Implemantation for conneciing containers . |

The goal of libnetwork is to deliver a robust Container Network Model that provides a consistent programming interface | ork / 1
and the required network abstractions for applications.

NOTE: libnetwork project is under heavy development and is not ready for general use.
R —

P Z2|: https://github.com/docker/libnetwork/blob/master/README.md
@ KYUNG HEE UNIVERSITY https://blog.docker.com/2015/04/docker-networking-takes-a-step-in-the-right-direction-2/ 21
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Orchestration

Orchestrate WHAT?

An ocean of
user containers

( A

Kubernetes

Master

Node Node Node

L y,

Scheduled and packed
dynamically onto nodes

‘?{? KYUNG HEE UNIVERSITY

% kubernetes

»Google

— L |

What is Mesos?
A distributed systems kernel

Mesos is built using the same principles as the Linux kernel, only at a different
level of abstraction. The Mesos kernel runs on every machine and provides
applications (e.g., Hadoop, Spark, Kafka, Elastic Search) with API's for resource
management and scheduling across entire datacenter and cloud environments.

Project Features

« Scalability to 10,000s of nodes

o Fault-tolerant replicated master and slaves using ZooKeeper

« Support for Docker containers

« Native isolation between tasks with Linux Containers

« Multi-resource scheduling (memory, CPU, disk, and ports)

e Java, Python and C++ APIs for developing new parallel applications
« Web Ul for viewing cluster state

22



Storage

COMING: Open Source Storage, Software Defined Storage

MUST READ WHY WON'T MICROSOFT PUBLISH WINDOWS 10 UPDATE RELEASE NOTES?

PART OF A ZDNET SPECIAL FEATURE: STORAGE: FEAR, LOSS, AND INNOVATION

Open source carries software-defined storage forward

Software-defined storage will come into its own in 2015, and open-source
software will carry it there.

PRODUCTS & SOLUTIONS STORE SERVICES SUPPORT COMMUNITIES PARTNERS EMC+

EMC

e By Steven J. Vaughan-Nichols | January 1, 2015 -- 12:17 GMT (20:17 GMT+0¢ IRV s s

PRODUCTS & SOLUTIONS STORE SERVICES SUPPORT COMMUNITIES PARTNERS EMC+

EMC

SOFTWARE-DEFINED STORAGE

EMC provides intelligent software-defined storage solutions that help organizations drastically

»2 "\Vﬂ'l'.l~h'.'|'-':'- I 211, NAD
s ‘ 4 YWWARKL ,)\,' ¥y Iy )

;/V X DOWN LOAD ~L-
§g

reduce management overhead through automation across traditional storage silos and pave
the way for rapid deployment of fully integrated next generation scale-out storage

architectures.

Data Sheet Interactive Demo

AGILE, FLEXIBLE, VIRTUAL

Deploy EMC's VWNX software-defined storage platform to increase agility and flexibility for test and development or other non-production
environments. VVNX delivers unified block and file data services on general purpose server hardware, converting the server’s internal
storage into a feature-rich shared storage environment with advanced data services.

Take a test drive
Download a full-featured version of vWNX available for non-production use without any time limits. For further information and support, join
the EMC VNX Community to access documentation and training. You can also join Community user discussions to get further insight on

the latest vVWNX capabilities.

"PF, KYUNG HEE UNIVERSITY



New OSI Layer

Datacenter Oriented View

ENCa Application (you!)
Layel’ o Containers Rocket, Docker, Imctfy
Layer 5 Orchestration fleet, Mesos, Kubernetes

Layer 4 Cluster Resources flannel, weave, locksmith

Layer 3 Cluster Consensus etcd, ZooKeeper, Consul

Layer / OS/EX@CUUOH Kernel + {systemd, cgroups, jails, zones}

Layer 1 Hardware Bare Metal, OpenStack, AWS, DO

?{? KYUNG HEE UNIVERSITY Z2|: https://coreos.com/blog/cluster-osi-model/ 24
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Keep the Frame !

“SDN/NFVZ} $93t Zjo] oL, 227} AF8& 7]42] Category?l 5827

Computing

Storage
Networking

Orchestration
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Wireless: Open Source Cellular

% KYUNG HEE UNIVERSITY
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uopenBTSORG Home  About  Getthe Code  Documentation Hardware  Community

A Platform for Innovation

The OpenBTS software is a Linux application that uses a software-defined radio to present a standard 3GPP air interface to user devices, while simultaneously
presenting those devices as SIP endpoints to the Internet. This forms the basis of a new type of wireless network which promises to expand coverage to unserved

and underserved markets while unleashing a platform for innovation, including offering support for emerging network technologies, such as those targeted at
the Internet of Things.

Internet Simplicity, Flexibility & Costs:

e |t's all software, it's all IP, and it's open for innovation.

e A handset or modem appears as a SIP device, without the need for any special software on the device.

e For small networks, the network hardware can be reduced to a single commodity server with a software-defined radio.

e Any IP connection can serve as backhaul, including point-to-point WiFi.

e All of the software runs on Linux and connects with commonly used IP protocols, so the core network can be virtualized as a cloud service.
e Proprietary software found in a conventional cellular network can be replaced with open-source applications.

e Because the new network is based on IETF internet-age protocols, developers do not require additional training to deal with archaic legacy technologies.

Node ‘;‘\
Applications Manager API /\(y g
4 ~ /ly
_ Location Services OpenBTS -
J
. : —ue 8
. Search and Rescue ) K ol
~ Urb T Anal ~ SIP/RTP IP («ﬁ)))
rban Transit Analytics ) S——
Y yt . Central Services
4 R r A
. Emergency Alerts ) _ SIP Authorization Server
2 N - ) - ™
| Power Optimization _ SIPVoice Switch
_J
- N
g . h SIP Message Queue
- Coverage Modeling ) \ ge Q b

l

Internet

Telepl:nony
Service SIP/RTP
Provider
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ICT & ROBOTICS

PROFILE

PROFILE

OPENAIRSGLAB AT EURECOM

The openairSGLAB@EURECOM provides truly open-source solutions
for prototyping Sth generation mobile networks and devices

extremities of current networks, namely in the terminals

due to the Android ecosystem and in cloud infrastructure
due, in part, to the OpenStack ecosystem
(http://www.openstack.org/). EURECOM has recently created the
OpenAirinterface (OAl) Software Alliance (OSA), a separate legal
entity from EURECOM, which aims to provide a similar ecosystem
for the core (EPC) and access-network (EUTRAN) of 3GPP cellular
systems with the possibility of interoperating with closed-source
equipment in either portion of the network.

D pen-source has made a very significant impact in the

In addition to the huge economic success of the open-source
model, the alliance will be a tremendous tool used by both
industry and academia. More importantly it will ensure a much-
needed communication mechanism between the two in order to
bring academia closer to complex real-world systems, which are
controlled by major industrial players in the wireless industry. In
the context of the evolutionary path towards 5G, there is clearly
the need for open-source tools to ensure a common R&D and
prototyping framework for rapid proof-of-concept designs.

The EPC software is known as openairCN, while the access-
network software goes under the name of openairdG. OAl
currently provides a standard-compliant implementation of a
subset of Release 10 LTE for UE, eNB, MME, HSS, SGw and PGw
on standard Linux-based computing equipment (Intel x86 PC
architectures). The majority of the software is freely distributed by
the OSA under the terms stipulated by a new open-source licence
catering to the intellectual property agreements used in 3GPP,
which allows contributions from 3GPP members holding patents
on key procedures used in the standard. The team is working
closely with ETSI to harmonise the software licence with the
intellectual property policy of 3GPP. The software can be used in
conjunction with standard RF laboratory equipment available in
many labs (e.g. National Instruments/Ettus USRP and PXle
platforms), in addition to custom RF hardware provided by
EURECOM, to implement these functions to a sufficient degree to
allow for real-time interoperation with commercial devices.

Some industrial users have working OAl-based systems integrated
with commercially-deployable remote radio-head equipment (e.g.
Alcatel-Lucent Bell Labs, China Mobile) and have provided
demonstrations at major industrial tradeshows (Mobile World
Congress Asia 2014, Mobile World Congress Barcelona in
2014/2015, IMIC 2013). The current major industrial users of
OAl for collaborative projects are Alcatel-Lucent, China Mobile,
TCL, Thales, National Instruments, Orange, Intel, TCS, Canonical,
Ercom, Keysight, Malaysia Telecom, Telecom ltalia, Swisscom, and
ARELIS (Thomson Broadcast). Leading research centres using and

contributing to the software development include B-COM,
Fraunhofer IIS, Frauhofer FOKUS, IMST, TNO, Winlab, [TRI, and
many other university labs worldwide.

Although OAl is now a collaborative effort spanning the globe,
EURECOM will remain the driving force behind the OpenAirinterface
Software Alliance and will lead in the definition of its scientific
strategy. The primary future objective is to use OAl to foster
innovation in the 5G standardisation process and to bring the
academic world closer to 3GPP We aim first to consolidate
relationships through the OAIl Software Alliance with national
partners (e.g. ALU, Orange, Ercom, B-COM, CEA-List, CEA-Leti and
IMT) through project funding programmes like FUI from the Ministry
of Industry, or the ANR programmes from the Ministry of Research.
In addition, we aim to make OAl technology available to small
enterprises to accelerate development of 3GPP-based systems in
France with the help of FUI and other similar projects. The European
dimension aims at partnerships within European framework
programmes (H2020 and Celtic+) and we target collaboration with
the best research institutes (e.g. Fraunhofer, IMST, TNO, etc.). Several
such labs are already using the software and building projects with
us at the European level to benefit from it. We expect to play a
significant role in the second phase of the 5GPPP

The key areas of the lab are outlined in the following sections.

‘Softwarisation’ of hardware and networking functions
This comprises areas such as network-function virtualisation
(NFV), Cloud or Virtual Radio-Access Networks (CRAN),
Software-Defined Networking (SDN) and Mobile Edge
Computing (MEC). This is a key area of research identified for
developing the networking architectures for future 4G and 5G
systems. It is one of the pillars defined in the 5G framework laid
out by the NGMN Alliance. Specific collaboration efforts include
the FP7 Mobile Cloud Networking Project, and the National
RADIS and ELASTIC projects. The lab also contributes to the
5GPPP (H2020 ICT-14) COHERENT project focusing on SDN
and MEC in RAN and building a proof-of-concept prototype for a
true programmable and sliceable RAN based on OAl. EURECOM,
in collaboration with Canonical who is the distributor of the
Ubuntu Linux distributions, has brought openairCN into
Canonical’s Julu orchestration framework for OpenStack. This
collaboration aims at a fully open-source demonstration of LTE-
based NFV at the 2016 Mobile World Congress in Barcelona.

Internet of Things (loT)

EURECOM began studying new core and access-network
architecture in support of the loT, especially to cater to low-end
and energy-efficient devices, in the context of the LOLA FP7
project where it was project leader. Two national projects, WL-BOX

www. paneuropeannetworks.com
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(FUI) and DataTweet (ANR) consider infrastructure elements of
machine-type communications (MTC), in particular related to
LTE-based gateways for MTC. These are key areas of research
today in the context of 5G and a common theme in many of the
5GPPP projects. Several new paradigms for access-stratum
protocols for massive numbers of low-cost terminals were
considered and integrated in the OAI framework in the context of
LOLA, and can be exploited to innovation demonstrations in
upcoming 5G activities.

To this end, EURECOM is currently pursuing the integration of
new waveforms (UF-OFDM) proposed by Alcatel-Lucent into the
LTE uplink, while reusing some of the LOLA protocol
development. A common experimentation framework for
studying co-existence of loT and broadband traffic in the same
cell is planned in the coming months to showcase the efficiency
of the new waveform and access-protocols. In the context of
NFV and SDN, EURECOM will pursue specific architectural
challenges for the support of loT traffic.

Spatiotemporal signal processing

This work aims to enhance the knowhow of the OAl team in
receiver design for multi-antenna transceivers operating at very
high spectral-efficiency. Specifically we are addressing receiver
strategies for 2-4 antenna terminals which operate either for
point-to-point MIMO channels, multiuser-MIMO channels and
interference channels. We aim to find computationally efficient
algorithms for fixed-point processing under real-time processing
constraints. We also consider distributed techniques in support of
advanced relaying or distributed MIMO. This is work carried out in
collaboration with Orange and Thales Communications in the
context of the SHARING Celtic+ project.

Here we use OAl to innovate in the area of multi-relaying and
device-to-device communications (D2D). We first investigate the
use of multiple-relays for eMBMS single-frequency transmission
to serve difficult to reach areas in a collaborative fashion.
Secondly, the D2D scenario augments the OAl protocol stack to
allow terminals to act as relays to offload content to other
terminals using the uplink frequency. This is a somewhat more
futuristic scenario than what is proposed in Rel-12/13 3GPP
systems. Finally, OAl is being used to build an LTE-based

Www. paneuropeannetworks.com

massive MIMO demonstrator, both using EURECOM
experimental radios (ExpressMIMO2) as well as with partners
facilities based on National Instruments hardware. Our main
focus is on efficient ways to exploit channel reciprocity in
massive antenna systems (32-64 antenna elements).

Networks for experimentation

This research item addresses the use of OAl in infrastructure
deployment for remote experimentation. This is addressed firstly at
a regional level through Com4Innov, then in a European
dimension through our involvement in the FIRE+ and finally in a
North American level via GENI. Com4Innov is an experimental 4G
network deployed in Sophia Antipolis using commercial Ericsson
basestations and core network. We have access to the Ericsson
core at Eurecom premises and have successfully interconnected it
with OAl eNodeB’s and commercial UES. This opens the door to
deployment of TD-LTE solutions (2.6 and 3.5GHz) on the
SophiaTech campus in the coming months which can allow for
experimentation with fully open-source basestations
interconnected with a commercial core network.

EURECOM is involved in one central FIRE+ project, FLEX, which
aims to interconnect OAl equipment with a commercial core at
several sites (Volos, Gent) to allow for remote experimentation.
Finally, OAl is currently one of the candidates for the cellular
wireless components of the GENI research infrastructure in the
USA. Several main labs in GENI are strong supporters of the
software and are deploying test systems.

(\506 B
OFER e EURECOM

—

Professors Christian Bonnet, Florian
Kaltenberger, Raymond Knopp, Navid Nikaein
Mobile Communications Department, EURECOM

tel: +33 4936008154

firstname.lasthame@eurecom.fr
http: //www.openairinterface.org/
http: //www.eurecom.fr/
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One More: Instant Networking

Dawning of New DIY SDI

‘Toll-Free Network’
‘Wiring-Free Networking’
‘Anti-Cloud (= Localized)’

‘Server-less Communication’

‘95 KYUNG HEE UNIVERSITY
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What is Seeds ?

Raspberry Pi
OpenWrt & Linux

4).,; KYUNG HEE UNIVERSITY ZZ|: https://coreos .com/blog/cluster-os i-model 232
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What is Seeds “

@ DOWNLOADS COMMUNITY FORUMS RESOURCES

Raspbian is the Foundation’s official supported Operating System. Download it
here, or use NOOBS, our easy installer for Raspbian and more.

NOOBS RASPBIAN

THIRD PARTY OPERATING SYSTEM IMAGES UbUﬂtU MATE FOF the Raspberry Pi 2

Third party images are also available: Martin Wimpress and Rohith Madhavan have made an Ubuntu MATE image for the Raspberry Pi 2 which you can download or build yourself.

7~p

Ubuntu desktop SNAPPY UBUNTU CORE WINDOWS 10 10T CORE OSMC

The image is functional and based on the regular Ubuntu armhf base, not the new Snappy Core, which means that the installation procedure for applications is the same as that for
the regular desktop version, ie using apt—get .

We have done what we can to optimise the build for the Raspberry Pi 2 and one can comfortably use applications such as LibreOffice, which in fact is a joy to use :-) But the
microSDHC I/O throughput is a bottleneck so we recommend that you use a Class 6 or Class 10 microSDHC card. If you build the image yourself we recommend you use the
f2fs filesystem.

You'll need a microSD card which is 4GB or greater to fit the image. The file system can be resized to occupy the unallocated space of the microSD card, similar to Raspbian.

NOTE! There are no predefined user accounts. The first time you boot the Ubuntu MATE image it will run through a setup wizard where you can create your own user account
and configure your regional settings. The first boot is quite slow, but once the first boot configuration is complete subsequent boots are much quicker.

@ Applications Places System ) = o) Thu220ct, 1431 H

Ps

martin's Home

Ubuntu MATE 15.10

e Welcome to Ubuntu MATE! Thank you forjoining our community. Each menu below will take you to a little page that
will help to explain what Ubuntu MATE is, get you orientated with your new operating system and guide you through
some initial configuration.

—
raspberry ) )
T Documentation Support Project
"Ubuntu”
Release 15.10 (Wily WerewolF) 32-bit =) Community </> Get Involved

Kernel Linux 4.1.10-v7+armv7|
OPENELEC PINET RISC 0S e @ chat room

Hardware 0 Getting Started C
Memory: 925.9 MiB

Processor: ARMv7 Processorrev 5 (v7l) x4

System Status
Available disk space: 431.1 MiB

Show this Welcome whenllogon. Close

® welcometo UbuntuM... ] System Monitor 1 [Scratch 1.4 (Linux) of ... m [Minecraft - Pi edition] B [SonicPi]
Ubuntu MATE 15.10 running on the Raspberry Pi 2.
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PirateBox

PirateBox is a DIY anonymous offline file-sharing and communications

system Duilt with free software and inexpensive off-the-shelf hardware. ——
CAMPj2015 &

Build a PirateBox now! BERLIN
piratebox.cc/c

@pirateboxcan

What is the PirateBox?

PirateBox creates offline wireless networks designed for anonymous file sharing, chatting, message
boarding, and media streaming. You can think of it as your very own portable offline Internet in a box!

How does it work?

When users join the PirateBox wireless network and open a web browser, they are automatically redirected to
the PirateBox welcome page. Users can anonymously chat, post images or comments on the bulletin board,
watch or listen to streaming media, or upload and download files inside their web browser.

"%? KYUNG HEE UNIVERSITY £2]: http://piratebox.cc/start 34



RADICAL /NE TWORKS

October 24-25, 2015
NYU Poly, Brooklyn, NY

From mass surveillance to the over-commercialization of the In Partnership with
Internet, the technology that we depend upon for community and EYE

connection is being compromised. The recent accessibility of

networking technology through devices such as the Raspberry Pi
and software such as BATMAN Adv has made it affordable and
possible for everyday citizens to learn how to design their own
web servers and networks.

Hosted by

GOALS NYU | spauesisseee
- To understand how the technology can be used as a method of 8th Floor, MAGNET

control and how to subvert that. 2 Metrotech Center
- Teach people how to use networking technology for themselves. Brooklyn, NY 11201
- Encourage creative and social exploration with computer

networkS. TICKETS ON SALE NOW!
IDEALS ’ m

- Promoting free and open networks built with free and open
hardware and software.

* Decentralizing the control of where networks exist and what and
whom are served by them.

- Maintaining control of our own content, hardware, and means of
deployment.

- Community and free expression first.

2 2{: http://radicalnetworks.org/about/index.html
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WNDW LIBRARY COMMUNITY ABOUT

WL
g'} CASE STUDIES |f\/| STATISTICS X®5  PICTURES @ TRAINING PARTNERS

Wireless Networking in the Developing 2 9 . NCH
WIRELESS NETWORKING | world is a free book about designing, \ |
IN THE DEVELOPING WORL D | implementing, and maintaining low-cost | UNIVERSITY

wireless networks. .« . > B OF THE GAME
* SCt NFORMATIO

This book is a practical guide to designing and
building wireless networks tn local communities
written by subject matter experts who have vast
experience tn deploying wireless networks in the
fleld and connecting communitties to the global
Internet.

READ

DOWNLOAD

/i

Pictures from Gambia

|11]

CASE STUDIES

OPEN TECHNOLOGY INSTITUTE AIRJALDI'S GARHWAL NETWORK PISCES PROJECT UNIVERSITY OF GHANA
)
(ﬁed OYQLINL'%'ELVI-!?EAE]C[Q N(Ij\ezlpléclJ?sSITY Butlding Sustainable networks in Rural In.. Solar Powered Wifi Links in Micronesta Campus Wireless Network 36



Q VISITORS MAP

= 2000000 +

58 a0

" e TWO MILLION PLUS DOWNLOADS
«sws OFTHE 2ND EDITION ’\
¥ PORTUCUESE WNDW is available for free in seven languages. If you haven't ‘

2Vas checked it out already, download a copy for yourself
W FRENCH

e THANK YOU. w

21 T 3.420

CONTENTS SOCIAL UTILITY ABOUT

Plctures Case Studies Tralning Partners Contact

Statistics Facebook Glossary Download

Flickr Links Privacy
DOWNLOAD BOOK
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Welcome to Open Mesh

This page serves as development platform for a collection of tools to build free and open mesh
networks.

B.A.T.M.A.N.

B.A.T.M.A.N. (better approach to mobile ad-hoc networking) is a routing protocol for multi-hop ad-
noc mesh networks. This is the main development website, we have source code, binary packages,
documentation and further information available:

Z2{: http://www,.open-mesh.org/projects/open-mesh/wiki
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A New Kind of Instant Messaging

With the rise of government monitoring programs, Tox provides an easy to use application that

allows you to connect with friends and family without anyone else listening in. While other big-

name services require you to pay for features, Tox i1s totally free and comes without advertising.

Other clients & platforms

?? Z2]: https://tox.chat
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Instant messaging, audio calling and mucnh more.

Send messages, files, create groups and make Tox to Tox audio and video calls. Securely.

gTox
Lee
By Name | All
Zetok  Hello :3 22:55:28
#.tox-real-olnt?pic Lee cybernetically 22:55:28
0 Users In cha
23:18:18
you're going to DIE Zetok  :3 23:18:57
Lee she's missing you~~~~ 23:18:57
Candy Gumdrop
3 >install RiceBowl {)  Leeis now offline 23:20:34

Chloe

best grill

[T'ype your message here... E Q

“%? KYUNG HEE UNIVERSITY 3] https://tox.chat
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Mobile phones normally can't be used when cellular networks fail, for example during a disaster. This
means that millions of vulnerable people around the world are deprived of the ability to communicate,
when they need it most.

We have spent the past four years working with the New Zealand Red Cross to create a solution. We

‘ § g - - , M » - » : »
" Google Play “ call it the Serval Mesh, and it is free software that allows smart-phones to communicate, even in the
' S, ) vyt ey vt Foni ) . ~ otw <
o NS C e e face of catastrophic failure of cellular networks.
LH 4 ~ e :
e It works by using your phone's Wi-Fi to communicate with other phones on the same network. Or
ATI517| - . | L .
- even by forming impromptu networks consisting only of mobile phones. Mesh communications is an
The Serval Mesh | | i | . D
¢ Ao appropriate technology for complementing cellular networks. Think of it like two-way radio or CB radio
Serval Project #{FL|7|0|M *hkkk 155 2 ’ .
ES © that has been propelled into the 21st century. For long-range communications you will still need to
=20 Jlo|c : - ) .
make use of cellular or fixed telephone networks or the internet.
olciE] £
SIAZIAE0] 37 m

This software allows you to easily make private phone calls, send secure text messages and share

:Nju;h files in caves, in subways, in the Outback, in Australia or Africa, in Europe or the United States — even
) when cellular networks fail or are unavailable.

You can also keep using your existing phone number on the mesh, which is really important in a

disaster when people are trying to get back in contact with each other.

Our software:

55500111

* |s completely open and open-source, free for all

* Can be carried and activated in seconds by those who need it when it is needed

* |s carrier independent

* Can be installed during an emergency from only one phone

* |s distributed nature makes network resilient

* Can use your existing phone number

* Encrypts mesh phone calls and mesh text messages by default

* Can distribute pictures, videos and any other files

‘J,ﬁ KYUNG HEE UNIVERSITY



EXTREMETECH

Computing Mobile Internet Gaming Electronics Extreme

What is mesh networking, and why
Apple’s adoption in iOS 7 could change
the world

By Sebastian Anthony on March 24, 2014 at 2:29 pm B T e i e
: : "’ N = e

IMPORTANT LINKS

.l OpenSourceMesh.org

—— e e -

HOME OUR GOOGLE CHAT DOWNLOADS YOUR EMAIL ABOUT US CONTACT

Hello!

Welcome to our rapidly developing group!!

This group is only a few weeks old and we have over 80 members and growing!!
We need more programmers and those willing to trial and test new products! We
are all volunteers! So we must be keen!!

There's a voice that keeps on calling me.
Down the road, that's where I'll always be.

] Software

NEWS ' OPINIONS ' FEATURES ' DEALS ' HOW-TO ' BUSINESS /' VIDEO ' SUBSCRIBE

are. We hope the software can

ALL REVIEWS WV LAPTOPS TABLETS PHONES APPS SOFTWARE SECURITY

Every stop I make, I make a new friend.
Can't stay for long, just turn around and
I'm gone again. Maybe tomorrow, I'll want
to settle down, Until tomorrow, I'll just
keep moving on.

), known as the Dashboard to

Home / Reviews / Networking / Google's Project Loon Gets ‘Autolauncher,' Mesh Networking ed or left simple for those that

Google's Project Loon Gets
'Autolauncher,’ Mesh Networking e e e e

©0 the project.We have on trial

'elopers....

or as much or as little as we

Google's Internet-delivering stratospheric balloons now need far fewer ground stations for their connections. units. Please read on More...

734 B +

Share This article

0 -0 -0« &0
SHARES

We are working hard on porting to all our
old compaqs and dells! Links here with
info at our Downloads page or at x86
section...

/e are working alongside other

At this rate, there might be a lot more Google

seems that Google is working to add mesh networking to .
ubiquitous connectivity, mobile computing, and the growin
is not hyperbolic to say that mesh networking could chang
ask, what is mesh networking? I'm glad you asked.

balloons in the sky before you know it. According
to the latest updates from Google I/0, the
company's developer conference held in San
Francisco this past week, Google has two major

/ailable with EasyFlash utility by
\ntonio Anselmi (www.blogin.it),

e Enjoy!
e Be Happy!

Public chat KSkype;

updates surrounding its ambitious Project Loon
program.

this newly formed team!

OpenSourceMesh Chit Chat hosted by
lansalmonsoffice.

@ Join now

S feed and to the right our

iver!
Project Loon, if you're unaware, is Google's effort

to bring Internet connectivity to areas of the world ——
that wouldn't otherwise have it. A fleet of weather
balloons—for lack of a better way to describe

them—get launched into the stratosphere (about 20 kilometers or so above the

Earth's surface). The balloons themselves are designed to last about 100 days in

the air or so, and each one gives LTE connectivity to a ground area around 40

kilometers wide.

Google's first major advancement, mentioned to Bloomberg by Google vice
president Mike Cassidy, involves the way in which Google gets these balloons up
into the air to begin with. Previously, the process used to take around 45 minutes
or so per balloon, and Google could only launch its somewhat-fragile balloons
when the wind was six miles per hour or less.
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What is Coming ?

INTEGRATION WITH

OpeniStack,
Docker & Kubernetes,
Mesos & ONOS.
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Email: drsungwon@khu.ac. kr
Web: http://mobilelab.khu.ac kr/
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